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The Research Gamble

Researchis abou tial and error, posing problems, searchisgléions.
Frequently we are inthe position of testing a highly approximateyt e
model and then having to evaluate its predictionsagainst real westlts.

This leads toa contingency matiix in which we tabulate testcs for
how these actual results compare with our mocel. The singasst has
positive and regative oucames for bah the real labels anutebictions.
The actua results are shown in cdumns for +R whilst the giienk are
showing in rows for +P. Idealy the main dagona, +P+R and —PaR,
100% of cases and the off dagoral cells ar all 0 —no mifidassns

In the social and empiiical scierces, the nex stp woult lperfom a
significance test to assess the probabiity that the resetdue to charce
and hence esimate whetherthere is suffidert test dathefoonclusions

to be valid. Multiplying the figures by some large factor whigseining
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The Bookmaler always Wins General Bookmaler
In gamHing, the house alwayswins, and in horseracing, the bookmaieridVe now show how to apply Bookmaker to the genera classificatism ca
exception. The basis of the odds set by a bookie is the assd&bddid of where there ar& classes we are trying toidertify. Inthis case we simp
a horse winning, asinfluerced by talk and betgalcuate and use the odds sepamtely for each dftherses. Note that
ielmocelnredciEclion Ffrom those inthe know. The bookie wil then once you bet ona horse, your system specifes a label, the \ethe ks,
cases and 60 —ve cases, Bulqq ona percertage as she calcuates the oddke penaty incurred if you lose, is specifed independent of whibér ot
in ths example we were horse wins. We furthermore prsent it in a normalized form tahthe
just guessingso we expect |\we wil work with fair odds based on statistics expected gain directly gives the probabifity that you are makiingfanmed
40% recal just because we| on i :
- past performarce. Inourexampe our horselecision as opposed to guessing.
gave 40% positive labels / has won 30 out of 100 stats keading to odds of
7:3 for ourfield. Thismeansifthe horse wins IIn defining Bookmaker formally we make use of sampe probahifties
win $7 ona $3 bet that | stand to lose ifit losesthe cortingercy mati(C) =[R=c| /N, pp(l) = P =1|/N andalso
Note that these fair odds mean there is a 30%pr(l, €) = P =1& R =c|/N. Our example hastwo dasses using {+, -}
chance of winring $7 and a 70% chance of0 dendepredded label$ andred classeR, bu in genera we use the set
losing $3 and they are fairinthe sense o =R ={1 .. K. In this fomulation predsion and recall correspond to
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Trotting out Recall and Precision
The standard accuracy measures used to ewaluate neural naem)glea
parsing, tagging, searching, etc. comes fram the search aiopliediere we
have a pool of decuments, the corpus, some of which are relevanb(#R
most of whichare na (— R) Our search procedure returns a secwherts
predicted as usefu (+P) and omits others that are predicieelasant (—P).
The propottion of relevart documerts eturnecetzal, [+P+R|/|+R|, whilst
the propottion of returned documents relevamresision [+P+R|/|[+P].

+Risclass 1,
+ve cases, 12
predicted, 18 nat
predictedyecal or
sensitivity= tpr =

12/30 = 40%
= chancdewel

—-Risdass 2, —w
cases, 42identifed
28 misdassified so
inverse recalbr

specificityis 42/70 =
60%, fdlout = fpr=
28/70 = 40%

Correctly labeled
cases lie on the mai
diagonal: accuracyis
12+42 correctlabels
out of 100 or 54%.

the same propotionsis aways sufficient to assure signifcance.

For information retrieval, machine learning and reural nets, thegonotsl
not normally too litle data bu too much! Large amounts of dataisee
in training and sigrificant propottions are set aside for vadédaand
testing to avad owertraining In information retrieval or wesarsh, the
problem is that keyword search returns masses of ‘hits’ and ed toe
assess how useful the results are —that is we wart to kecacturcy’

With gambiing and tradng, we are not irterested in just abirary
definion of accuracy but want a formua that wil translatecty to
dollars and certs, quartifying to what exent our system givas esige.
In the fina analysis the bookmaker gves us odds, the market give|

being zero sum: the expected gain isconditioral probabiities and are respectiveiy(c=I|l) = p(l, €) / pp(l)
30% of $7 —70% of$3 =0, andPp(I=c|c)= peg(l, ©) / P (O)-

(+Pislabd 1 _\ +R —R The generalized Bookmaker payoff formua is then
+ve predictions, 2 _
12 right 28 wrc..!,> +P 1 28 40 B = ZIDP pP(I) ZcDR pPR(I'C) W(C“ )v
precisionis 12/40 —P. 18 60
or 30% =charc ?3 20 where  w(cl) = +1/p() (c=1),
evelSguessin This punter doesn't know = =1/ -gp() (czl).
anything — he’s just guessing! . A
~ Piskbd 2 20 CEESEE S Ak A Pgal bgokie woJuId rgelieve h?m In our exampe, the normalizaton corresponds _to dividing the pay_offs by
— ve predidions, Misclassified are irrelevant Ifwe had no of his money inno time. But the fair NUERSSSBOE& n?aﬁ:izf»v;al—oor( 32?03 ):0278(/)7:) flﬁi"lf;?gefdig g ;n(;lsTha
42 right 18 wrong; cases are way of predcting and just The total number, Bookmaker algorithm simply 9 rfect decisi gt- o (I) . (|) — (I |') S0 +P;rR Z 30_ d
i isiof i dhenwe’d expect to N, oflateled cases reports that his edgeis zero! perfect decision matix fes(l) = Pg(l) = Per(l, [=30an
inverse precisiors || off diagonal. guesse is 100 intHs : [-P-R| = 70 whend® =.3(.3.3- 0.7) + .7(7.7 —0.3 )= 1.

prices, and the broker charges uscommissions — and these doetranslg
decisions drectly to ddlars and certs, whether on paperpoatice.

In ths case, if the propottions are the same in our contingahby, the
percentage return will be the same too, urlike significarces Péper

the probabhility or proportion of ime that we are making an infom
correct decision, versus guessing or making a superstious decision

This is diferert from significarce in thatitis scapendert, assessing, There isa traceoff between them

how useful the cortingency is rther than how rar. In a sciemif
machire learning application, some kind of sigrificance test|atatian

should also be performedto ensure that the results are natcluertce or
overtrainng.
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§6r definng an accuracy measure:

be right 30% of the time and
thus achieve 30%recision

42/60 or 70%
example, so we ca

also read these
figures as % The
table shows the
expected results fo
mereguessing

He won 12x $7+ 42x $3 = $210.
He lost 18x $7+ 28x $3 =$210.

The Bookmaker measures Informedness

The Bookmaler formula measures the ‘informedness’ of our dedsions.
Suppose that we guess 50% of the time and make a corect informed
decision 50% of the time. Our contingency matix will then beatferage

of the guessing matrix and the perfect dedsion matrix givingalweiaton

B = .35(( 06+ 15).3 — (. 14+0)/.7) +.65((21+.35).7 —(.09+0)/.3) = 05.

Recall and Precision are LosersAccuracy can be Biased
ﬁecall and precision suffer fron a numbdihese problems canbe addre
of disadwantages that make them unsuitable part by defning an overl
accuracy across al condiions.

He was lucky to breakeven!

» They assess only a singe condition The weighted awerages of coreciha Bookmaler tests your Edge The Bookmaler is Unique

cases, of recall and inverse recally . 1o o ang camblers know that they haw to have anedge toanththis 1he ability to recover informedness is unique to the bookmakemumeas
of precisionand inverse precisionggge tas to be higger than the house percentage or the certiingfto make and indeeditalso detects informed incorrect decisions, wheeliberate,
are al equvaknt acuracy 5 proft, Markets are firly eficient and brokers and bookmslaexd your due to owrtrining or a furction of atypical data. In ths @sekmaler
measures. But this defirifon deegeiow specuators aen'tall fools — there has to ke redrimdtion availade Will tum a regatve vale. Its uniqueness folows from theafity of
not take into accourt the cost ohnd correctly usedin orderto be able to win consistertly. Thistisedge. the equation combned with the linearity of our assumed miguefsing
errors or the baselire for guessingThis small bias in your favour eventualy adds up to a propotiorate. profind informed dedsion. Note that inthe kinary (yes/no) Bastpr —fpr.

« Neither can be interpreted alone

« Theyignore the cost of errors

« Each iseasiyinflated:

o Recall by labeling more cases +ve
o Precision by labeling hard ores —ve
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