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Recall & Precision

The traditional measure for Machine Learning/Nadttaaguage experiments have been
borrowed from Information Retrieval, where Preaisieflects the accuracy of positive
predictions, and Recall reflects the rate of reaimeal positives. These measures are totally Definition 1
independent of the number of negative cases thatay predicted as negative (TN=D). The efinition § . i R i -
F-factoris a harmonic mean of Recalland Preciaiodithus alsoignores these cases. The nformedness quantifies how informed a predictéoiishe specified condition, and
Rand Accuracy can be regarded as a weighted aweiRgeall and Inverse Recall, or of specifies the probability that a predictionis infeed in relation to the condition.
Precision and Inverse Precision (where the Inyersislemreverses positive and negative), andnformedness = Recall +Inverse Recall-1 pr - f pr = 1-fnr-f pr
thus does reflect both. Often however, we do ravkall the positive or negative cases, sowe = (Recall - Bias) / (1-Prevalence)
cannotcalculate anything but Precision and devissbf Recall based on the known subsets. Confidence Interval Cl = X.(1-|Informednesiji-1]) where X=0-Ya/sides)

A second problemwith all of these measures isttfestare heavily influenced by two kinds  Definition 2
of bias - Prevaler]g:e, the proportion ofreal pmlm_A+O_N, and prediction Bias, the_ Markedness quantifies how marked a condition ifferspecified predictor, and
proportion of po_smyg predictions, pp=B/ N A third issue is the confidence we havein thesespeciﬁes the probability that a condition is matksy the predictor.
values, orthe signicance of the purported resuit Markedness = Precision + Inverse Precision £ pa- f na=1- f pa- f na

= (Precision — Prevalence)/ (1- Bias)

Confidence Interval CM =CM = X.(1-|MarkednesBW1]) where X=-da/sides)

Fallout= f pr
=tp/rp

Imprecision= f na
= fn/pn

Recall= t pr
=tp/rp

Powers [1] derived an unbiased measure, Informsghased onthe ideaofan “edge”in
gambling, given knowledge of the underlying basibpbilities and rewarding success and
penalizing failures according fair odds (Bookmakerpan arbitrary number of classes.

Dichotomous cases — Informedness, Markedness & Cotetion

In the case of just two classes (+ and —), Informed can be understood in terms of ROC
analysis either as the distance froma specifidiptien systemto the chanceline, as the
Unbiased Weighted Relative Accuracy (WRAcc for SkB)yvas twice the area betweenthe
curve and the chance line, orin terms of the Aheder the Curve (AUC) as 2AUC-1. In
Psychology, Dichotomous Informedness corresponBeltaP'. DeltaP is identified
empirically as the normative predictor of humaroagsive judgements, as one concept
primes or marks another. Whereas Informednessspmmels and DeltaP' and is the unbiased K
formRecall, DeltaP corresponds to Markedness,mogh the actual class influences or -

marks the selected predictor, and relates to Roeckseing dual regression coefficients whose Worsl fpr
produceis the Matthews Correlation, and assogittiase with Cramer's Vgives us the llustration of ROC Analysis. The main diagonal represents chance. Points ahevet

corresponding?significance estimates. Similarly we can direcly sonfidenceintervals [2].  diagonal represent performance better than chtmass below worse than chance.
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lllustration of Significance and Confidence 110 Monte Carlo simulations with 11 stepped expelctiedmedness
levels (red line) with Bookmaker-estimated Informest (red dots), Markedness (green dot) and Coorefalue
dot), with significance (p+1) calculated usirfg)@ and Fisher estimates, and confidence bands shotvath the
theoretical Informedness and the B=0 and B=1 lefpeisallel at B=0.18,0.82). The lower theoreticahd is
calculated twice, using bothgGland Ch,. Here K=5, N=128, X=1.96 fortwo-sideef=0.05.
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