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Abstract

We present ataxonomy for Information Visualization (1V)
that characterizesit in terms of data, task, skill and context,
as well as a number of dimensions that relate to the input
and output hardware, the software tools, as well as user
interactions and human perceptua abilities. We il lustrate the
utility of the taxonomy by focusing perticularly on the
information retrieval task and the importance of taking into
acount human perceptual capabilities and limitations.
Although the relevance of Psychology to IV is often
recgnised, we have seen relatively little trandation of
psychdogica results and theory to practica |V applicatiors.

This paper targets the better development of information
visudlizations through the introduction of a framework
delineating the major factors in interface development. We
believe that higher quality visualizations will result from
structured developments that take into account these
considerations and that the framework will also serve to
asdst the development of effedive evauation and
asLesInent processs.

Keywords: Information Visudizaion, Taxonamy, Human
Computer Interaction.

1 Introduction

Scientists and Mathematicians have been using data
visuali zation techniques like charts and graphs for hundreds
of years. This evidently stems from the fact that man hasthe
innate ability to visualy discern order/patterns in what
might be considered chaotic data, if not presented
appropriately.

The value of pictures in the communication processis well
recognized and ore often hears the old adage “a pictureis
worth a thousand words’. Larkin & Simon (1987) worked
to qualify this notion suggesting that information is
analogicdly conveyed through figures and concluded “a
figure is sometimes worth a thousand words” - depending
on what and how information is presented.

The use of pictures and their underlying “thousand words’
can fadlitate a users understanding o the presented
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information. If visualizations are difficult to interpret, a
higher cognitive load is placed upon the user. Au et d.
(2000) suggest that interfacedesigners should endeavor to
shift the cognitive load from the users slower thought-
intensive processs (e.g. reading words or sentences) to
faster perceptual processes (e.g. recognizing patterns and
relationships). Sebrechts et al. (199) support thisin their
conclusion that a 2D representation allowed for an
incressed spead and acairagy of analysis of seach return
asesgnent compared with text-based tools.

Given the benefits of graphicsin communicaing complex
information it is clea why there is so much interest in
visualizing data. The question that we aetryingto address
is nat whether it is worthwhil e, but what is the best way to
display information for a given appli caion?

This question has led us to focus on the development of a
taxonomic framework by surveying current reseach and
forming a framework for 1V development. In particular we
aim to ensure that the display dimensions are used optimally
in terms of maximizing the useful discriminations available
to the user in a way that will not result in dmensional
overload. Whereas previous attempts to charaderize
different approaches (Chi, 2000; Tweedie, 1997
Schneiderman, 1996) have tended to focus on just one or
two spedfic fadors in interface design, we coalesce
proposals of a number of different kinds into a broad
framework for the entire field.
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This paper arose out of reseach into Visualizations in
Information Retrieval (IR) and explorations of the utility of
IV techniques in improving the ubiquitous sarch engine
interface or Information Retrieval Visualization (IRV). The
use of visualizations as part of the search processhasreally
only started to gain headway in the last few years. Like the
field as a whole (Ahlberg et a., 1996), the IRV areahas
seen very little work in the area of evaluation and
taxonomic development. This lack of paradigmatic analysis
and charaderizaion of the types of Information
Visualization (1V) techniques used is also noted in relation
tolV.

This paper begins the process of developing a complete
taxonomy for the IV paradigm, by examining the current
reseach in the area and proposing a framework for IV
interface development to which further taxonomic
definition can be asociated. Although our motivation,
applications and examples come from IRV, the taxonomy
aimsto be applicableto 1V in general.

Interface Design Considerations



1.2 TheHuman Problem

When humans present themselves to a aomputer with the
aim of using it in some targeted and meaningful fashion
they are faced with what is in some ways a very non-
intuitive device. Thisisone of the two most basic problems
humans encounter when using computers; the problem of
knowing what to do to get the mmputer to solve aparticular
problem. The second difficulty is that of knowing how to
interpret the computers presentation of the material.
Norman (1997) rewmgnizes these two problems and
describes them as the two gufs a user must ford in using
any computer artifad (seeFigure 1):

1. The Gulf of Execution (how do | state/present my
question?).

2. The Gulf of Evaluation (how do | interpret what has
been presented to me?).

A N Required
User* Visualization *Result
N -
Gulf of Gulf of
Execution Evaluation

Figure 1. Gulfs of Execution and Evaluation

Card et d. (1991) highlight the Gulf of Execution problem,
stating: “it is difficult for users to ask an information
retrieval system for what he or she wants, because the user
doesnat, in generally, know what is avail able and does not
know fromwhat it has to be differentiated” .

These two gulfs are the starting points for any definition of
an 1V taxonomic framework, both in an IR context and
more generaly. They flag the fundamental isaues that
designers must overcome in relation to the nature of the
user and their objedive. The purpose in moving to a
visualization interface for the task relates to moving out of
this difficult question/answer mode into a more flexible
exploration mode.

The process of getting the user from the point of sitting
down in front of the IV system to achieving aresult isthus
not a single linear processfrom adion to result. The user
will go through severa distinct phases, some of which may
be repeded, due to the process of refinement and
exploration. Mann (1999) discus®es this very issue
suggesting there ae four distinct phases within the process
of congtructively using visuali zation: formulation, initiation
of action, review of results, refinement. These dimensions

fit well into the overal IV field. We generdize and adapt
them as follows:

*  Formulation sees the user dedding if, what and how
they will usean IV to achieve a certain result.

e Initiation is the starting of a process by the user
requiring some form of input/interadion with the
interface.

e Review of results sees the user interpreting what has
been presented to them and dedding if thereisaneed
to change the way in which they started or if they need
to refocus or adjust the viewpoint.

» Refinement occurs if, during the review process the
user deddes that they need to either restart the process
with adifferent tadk or, refine the process. This gage
requires the user to start over with the (re)formulation
stage, applying what they have learnt from the previous
round in the process

Since each distinct stage present different requirements with
regards to communicaing information we use them as the
part of our framework (seeFigure 2).

User —1 Formulation —
A
v — Initiation [—
Visualization —»
A — Review
— Refinement —

Figure 2. User Interadion Phases

2 Interface Design Factors

When considering the design aspeds of an IV interface
five fadors should be considered in relation to the target
application and the intended users,

e Data

e Task

e Interactivity
e Silllevd

e« Contex

2.1 TheData Factor

When using any form of IV the user employs the benefits of
data abstradion, implying a wnnedion between the user
and the computer. This connedion can be seen in the data
as it is the common gound between the two. It is this
commondlity that spurs Benyon's (1992) data-centric
approach, which stems from his notion that “data is
probably the only thing people have in common with
computers”. It also underlies Chi’s (2000) data state
reference model and taxonomy.
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Bertin (1981) suggests that when interading with data there
arethreedifferent levels on which you can interad on, these
being: a single item, a set of items, or the whole set.
Twedlie (1997) extends thisin suggesting that there are two
different types of datainteradions. These are interadions at
the attribute level of the data or the objed level of the data.
Given there are threepossble levels and two different types
of interactionsit can be seen that this actually resultsin six
different types of interaction. These types only account for
low-levé data which suggest a third dimension of
interadion, that of the interadion with meta-data.

2.1.2 DataRéationships

Mattis and Roth (199) give further definition to the
concept of data in proposing several dimensions aong
which information can be charaderized to suppat
visuali zation, the key dimensions being the Data Type and
the Relational Structure. They aso suggest that “ Other
dimensions reflect the user’ simmediate information-seeking
goals...” andthat they may also reflect “...therelatedness
of different information subsets’. In these we seeour other
suggested fadors, namely: the Task itself and the Contex of
use.

The Relational Structure mentioned above describes the
way in which data is dructured. Bertin (1981) identifies
five types of relationa structure Linear (redilinear),
Circular, Ordered Tree(ordered pattern), Un-ordered graph
(pattern) and Lattice (stereogram). These structures
describe the way in which datais positioned within a data
colledion and are described in Figure 3.

— Linea
(redili near)

— Circular

— Ordered Tree
(ordered
pattern)

— Un-ordered
Graph
(pattern)

— Lattice
(stereogram)

EEE

Adapted from; Bertin, J., (1981)

Figure 3.Data Relationships

At this point we meld what has been proposed into one
Figure to represent the underlying information (see
Figure 4). Thisindicaes that any underlying data can be

defined by two general definitions: data type and data-
relationship.

Data Type can be divided into two types of data: high-level
and low-level. Low-level data being described as being
either objeds or attributes. High-level datais described as
being meta-information.

Data Relationship is broken into six different categories
describing the way in which data @llections are structured.
They can be linear, circular, ordered tree unordered tree
or hyperspace

DATA
’—i—‘ Linea
Data Data Circular
Types relationship Ordered Tree
structure Un-ordered Tree
Hyperspace

Obl?d Low-level data
Attribute

Meta-i nformatiozl— High-level data

Figure 4. Data Dimensions

2.2 Task Factor

Task we define & being what the users aims to achieve and
how they achieve it using al or part of an interfacés
functionality.

With a broad scope, Schneiderman (1998) deconstructs the
“Task Fador” appropriately in his “Data Type by Task
Taxonomy”. He divides the task domain into seven distinct
dimensions eat of which represent “...task-domain
information actions that the users wish to perform”. As
described in Figure 5, these dimensions are:

 Overview: aview of the total colledion.

e Zoom: aview of anindividual item. Thismay be ather
at the objed or attribute level.

» Filter: removing urwanted items from the displayed
Set.

» Detail-on-demand: getting the detail s of a seleded
group, sub-group or item.

* Relate: viewing the relationships between a seleded
group, sub-group or item.

» History: the actions of undaoing, replaying, and refining
using a store of historic information.

« Extract; the extraction or focusing in on sub-colledion
and other parameters from a given set.

The adions a user caries will be peformed within the
context of broad task such as Data Mining, Database Query,



Data Analysis, Information Retrieval, etc., and this beacomes
aspedfic context for the interface design.

— Overview

— Zoom

— Filter Tree
—— Detail s-on-demand
— Relate

— History

— Extrad

Task
Type

Figure 5. Task Dimensions

Diredly affeding the way a user interads with the
visualization are the spedfics of the data and the task as
well asthelevel of user skill . We now turn to discussthis
interadion between task and skill fadorsin some detail.

2.3

The problem presented bythe “Gulf of Execution” isfurther
exacebated when dynamic user interadion is involved
since it requires the development of systems to gve
feedback to the user. These systems help the user
understand and manage transformational events and context
such as; where they are with regards to their last adion, and
the data structure and how they got there.

Mukherjea et al. (1995) suggest that interadion with a
graphics interfaceinvolving structural transformation can
markedly improve auser’s contextual understanding. In
other words, if the interadions are appropriate, the user
develops contextual understanding about the data while
aqquiring experience aou how the interface works. From
this the user can gain the two benefits:

Interactivity Factor

e Userscan begin to predict what types of adions might
produce the required result. This basicdly alows the
user to dedde what tod might reduce their workload
both cognitively and physicdly.

* Inworking contextually with the data, users develop
their own mental map with regards to their contextual
relationship with the data displayed. This can be seen
as addressng the problem of the Gulf of Evaluation.

In highlighting the importance of the users’ interaction we
seethat adefining structure is needed to generally describe
the field. Tweedie (1997) addresses this when suggesting
that any interaction with an interface can be seen asfdling
along a continuum between using todls that alow dired
manipulation and using tools that fully automate atransition
process. Figure 6 describes this continuum as being
terminated by fully DIY at one end and fully automated at

the other.
DIY < > Automated

Figure 6. Interadivity Continuum

This continuum can be further broken into the landmark
interadion typesill ustrated in Figure 7:

e Manual (eg. dragging something with a mouse)

e Mechanized (e.g. using a tod to make focused
seledions as seen in pull-down menus)

e Instructable (e.g. formulasin a spreadshed)

e Steerable (eg. using an agorithm that can be
instructed to performin a cetain way)

e Automatic (e.g. alowing a program to perform
undirecded to achieve aresult)

Figure 7. Segmented Interadivity Continuum

S

Manual Mecdhanized Instructable Stegable Automatic

tA utomated

The manner in which information is presented to the user
grealy influences the quality of any such manipulation. For
the user to know which modes to work with, they need an
appropriate astradion presented to them baoth prior to the
origina interadions and subsequent interadion. Thus,
feadback in the form of transtion effeds and results
presentation are criticd to the user being able to track and
assessthe result of their interadion. In this way the rules
governing the interadion are externalised allowing usersto
observe and thus have the chance to learn from the result of
their adions.

Norman and Drapers (1986) identify four classes of
relationshipsin this regard:

input - input (two handed input)

input - output (operation of adlider)

output — input (error messages)

output — output (link two output displays)
There are also time implicaions being communicaed by
the relationships. For example users often need to compare
past and current query results in deciding their subsequent
adions. This helps the user assess the quality of the result
and possbly in predicting the potential state ter a given
input. This also asssts with the “lost in n dimensional
gpace” problem by helping with navigation through historic
information feedback and assessment (e.g. have | searched
or been in this areayet?).

Different presentation techniques suit different data types
and as such we suggest that the data type diredly influences
the type interadivity required and have combined
information type and interactivity type to form amatrix (see
Figure 8) to classfy interfaces. There is also dependence
between the interaction capabil ities and the dynamism and
animation d the visudizaion, both of which we discussin
sedion4.
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Figure 8. Data & Interadion Matrix

2.4  Skill Factor

It stands to reason that the skill level of the user will affect
the quality of any outcome. Novices are obviously not
going to have a much successas those that are seasoned or
professiona users of the V. Thisisdemonstrated in a series
of evaluations conducted by Sebrechts et al. (1999. Their
results from analyzing the mmparative value of Text, 2D
and 3D, using dfferent incarnations of NIRVE, demonstrate
that success for a given user task improves as experience
increases. There is a considerable decreese in time to
complete atask in using 3D, a moderate decrease for 2D
and a marginal increase for Text acoss 6 sessons. On
average, successve tasks of the study were more
complicated bu times to complete tend to improve for
subsequent tasks notwithstanding the increasing difficulty,.

This provides another dimension to use when defining an
IV, that of skill level. Thisisdemonstrated in Figure 9 asa
continuum between Novice and Expert. Becaise ausers
skill 1evel requires different presentation and interadion
techniques to elicit appropriate user interadion, this
dimension will need different approaches for the output and
interacion fadors.

Novice< > Expert

Figure 9 User Skill Continuum

2.5 Context Factor

Context, in resped to this framework, describes those
fadorsthat are external to the use of the computer artefad,
but influence the user in the use of the IV. Thereis little
reseach in thisareaof IV. However, Ahlberg et a., (1996)
allude to the need to look in this diredion from perspedives
such as share-usage and unshared usage (e.g. by asingle
user with asingle intent or group of users with a common
focus, either as short term one off event or over aperiod of
time).

With regards to a framework we propose six contextual
dimensions (see Figure 10) the IV designer should consider,
these being the users:

» Life Experience: acounts for such things as computer
sKill s, previous experience in afield, etc.

* Intent: describes what the user thinks they want from
using thelV.

»  Need: describes what the user adualy needs from the
use of the visualizaion. This may evolve through the
use of theIV.

e History: describe the 1Vs usage by the user - isit a
one-off use (e.g. looking up the meaning d aword) or
does it pertain to an orgoing adivity (such asresearch
in afield over many mornths or years)?

» Device: the type of device used to display the
visudizaion (e.g. projector, PC, laptop, handheld
computer, etc) will affed the way in which the user can
or might prefer to interad.

— User Life experience

— History

Contextual — Intent

— Ned

— Device

Figure 10. Contextual Dimensions

3  Input

Any IV will be the result of some user interadion. This
raises the question of what are the relevant fadors with
regards to input?

Whether refining a processor starting from scratch, two
fadors will impad the input process the Tool and the
Device.

3.1 Tools

An IV Tool is any soft device used to interad with the
visualizaion. The previous discussion on Interactivity (see
sedion 23) impliesthat diff erent software tools or widgets
will be used to adieve different types of outcome
depending on the interadivity type. However, at the root of
all tod use will be some form of direct interadion. Thiscan
be seen in the user needing to point, click, drag, etc,
something somewhere onthe screen to achieve an end result
notwithstanding any secondary adion. By tools we ae
spedficdly referring to soft tools used to interad diredly
with the display. These may or may nat result in further
semndary indired procesdng. Thus, by the term tools we
are referring to the software mechanisms that allow
interadion with the display rather than hardware input
devices themselves.

3.2 DeviceDesign Taxonomies

As akey part of the interface input devices are criticd to
the visualization, however, it bears only small relevanceto
this taxonomic development, and as such will only be
treaed briefly.



In their development of asingle framework for input device
development Card et a. (1990) identify three-devel opment
areas. toolkits, taxonomies and performance studies.

With resped to taxonomy, two approaches have been
forwarded to help systematize the design space of input
devices:

* Foley et al. (1990) focus on computer graphic subtasks
by classfying each device under the subtask it
performs (e.g. pam pilot pen and tablet is cgpable of
charader recognition).

» Baedker and Buxton (1987) classfy input devices by
the number of spatial dimensions they sense and their

physicd properties.

4  Visualization Approaches

We consider two general ways information can be presented
to auser — as text or as me form of abstraded pictorial
representation — and ignore for the present other
possibiliti es (e.g. speech). Current 1V s tend to be hybrids,
combining both text and graphics.

The key problem with text representation is that despite
alowing ahighlevel of definition it requires alarge amourt
of cogritive effort and does nat draw on the users inherent
ability for pattern spotting and analysis. Pictoria
representation is espoused because it allows the user to
lower their cognitive load and draw on their pattern spotting
and visual analysis abilities, not just because the
visualizations are pretty — athough for some 1Vs the
aesthetic value may be the only advantage of the
visudizdion.

These approaches do not have to be distinct with regard to
IV approaches. A meld of the two is often avery powerful
tod espedally when tailored to dfferent task outcome
requirements. Thisis shown in the multivariate gproaches
taken by Card et a. (1996) and Robertson and Madkinlay
(1993).

Once again we see a continuum formed between
dimensions asill ustrated in Figure 11 with Text terminating
one end of the continuum and Pictographic the other.

Textual < > Graphic

Figure 11. Presentation Form Continuum

4.1 Display Dimensions

It is clea that to describe the display or presentation
paradigm for IV one must look at the dimensions the device
can depict. Any screen displaying information orly has
eight dimensions through which the IV designer can work
to convey meaning: plane, colour, value, size, texture,
orientation, shape and relationship.

e Plane: the coordinates that identify the position of a
displayed component — e.g. Cartesian X,y pixel
coordinates.

e Colour: any colour in the visible range with varying
RGB or CYM.

* Value: isany component indicator that that conveys a
value difference between it and other comporents.

e Size: the percentage of screen areathe component uses.

 Texture surface patterning used to dfferentiate
comporents and communicae extra meaning.

» Orientation: a comporents angular positioning with
regards to the bourds of the display or other
comporents.

e Shape: the shape a visua comporent takes on the
screen

» Reélationship: a comporent’'s position (Ax, Ay in
Cartesian terms) relative to another component.

These dimensions can be further sub-classfied by applying
Bertin's (1981) image variable dimensions. These an be
sea as gathering plane, size, value and relationship under
the “Variables of the Image” dimension and texture, colour,
orientation and shape under the “Differential Variable”
dimension. Figure 12 ill ustrates these display dimensions.

Varigbles [ Hane
of the — Size
Image — Vaue
Output — Relationship
— Texture
Differentidl — Colour
Variable — Orientation
— Shape

Figure 12. Output Dimensions

4.2 Display Dynamics

Display dimensions can be further refined in terms of the
type of display usage. If output is presented to the user in
such away asto not alow interadion it can be described as
static. Alternatively, if interadion is alowed it will be
described as dynamic.

Depending on the type of interadion 1V designers will need
to modify their visualization to account for the usage type.
Static displays need to present information in such away as
to alow the user to see and extrapoate any needed
information from that one representation of the result.
Dynamic displays need to present information in such away
that allows the user to predict what type of interadion they
will neal to perform next (e.g. what process needsto come
next given the visual result of the last process?). Dynamic
displays can present information in a static style (e.g. the
result represents ome final state that does nat need further
refining/mining), but in general admit the posshility of
modificaion. Figure 13 describes this approach as an
initiating process that may or may not result in further
processng depending on the display approach.
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Figure 13. Static and Dynamic Display Interadion

4.3 Display Animation

The concept of dynamic interadionis closaly related to that
of motion and change, sinceinterading with the view will
result in a change in the view. However, motion and
change constitute an entirely independent dimension, and
are integral to the animation approaches to visuali zation.
Thisisamajor aspea of visualizaionin its own right and
wewill not addressit directly here, although, we do wish to
touch on some of the psychological impli cations of motion
and animation.

The human visual system is extremely sensitive to motion
and something that may not be deteded in a static
visuali zation or if there istoo much latency in transitioning
between successve views, would be perceved instantly if
it moved dynamically relative to a static badkground. This
isawell-known property of visual systems, isaparticularly
salient attribute of our peripheral vision capability, and also
seams to lie behind our instinct to freezein the face of
danger. Animation may also be fruitfully employed to
highlight information that is particularly important for the
user to perceive quickly.

Animation is most commonly conceved o as relating to
objeds moving, but changesin apparent size, brightness or
colour, are similarly salient and all such dyramic variations
may be regarded as aspeds of animation.

5 Dimensional Overload

The usefulness of an |V depends on the number of concepts,
or “datafacts’, the user needsto asess at any onetime. We
define adatafad as adata atribute or a data objed where
adataobjed is defined reaursively as asingle atomic objed
or agrouping of data objeds (cluster). Fairly obviously the
more data fads presented the more mnfusing the
visualization can become.

We regard the cognitive load a visualization daces on the
user as a mgjor dimension that has not been adequately

explored in visuaization reseach. For the field to advance
it is appropriate to barow psychologica methoddogy and
theory to explore the question d how much information we
can usefully convey with avisuali zation, and this needs to
be an integral part of our charaderizaion and assesament of
avisudization.

51 Implicationsfor Visualization

Although our exploration of this asped of our taxonomy is
at an early stage, and beyond the scope of this paper, it
leads usto propose that there are several things a developer
should keg in mind when deding with the output
dimensions. We give the foll owing as examples of the kind
of fadors we need to consider, based on some basic
perceptual li mitations (Mill er, 1967):

« Attribute Resolution: For representation involving a
singe output dimension only six or seven distinctions
can be handled without conscious processng.

e Number of Attributes: It seams that it is pointlessto
visualize more than six or seven display attributes to
distinguish data fads, and even then the dtribute
resolution that can be subconsciously processed and
recdled may be limited to only two o three
distinctionsin ead dimension.

e Explicit and Implicit Grougng: It is useful to represent
data fads in such a way as to alow the user to
subconsciously group and recode, and whil st clustering
techniques explicitly recode to help to limit the amourt
of detail, visudizaions showing natural clusters
convey the same informationimplicitly but at multiple
levels smultaneously.

* Views and Cues. When providing new views it is
important to have cuesthat help the user “clea out” the
old information in the dimensions that users are going
toreuse. Inadditionit is useful to provide aiesto help
users discern the relationships and continuity between
views. Various animation techniques can serve one or
both of these purposes.

e Sequential and Parallel Presentation: Distinctions that
may not be salient in a simultaneous presentation may
beoome salient when the presentation is animated, so
that time becomes an additional dimension avail ableto
contrast data objeds or present or reinforce a spedfic
attribute.
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6 Conclusion

The usefulness of interadive mechanisms is widely
identified despite little constructive taxonomic development
inthe area Simon (1997) identifies this need for taxonomic
development as far back as 1969. However, tools with
expanded cgpadty are taking users beyond their everyday
understanding of physicd objed (e.g. alowing them to
operate on n dimensional space or even perceve
multidimensional relationships in a 2D environment).
Unintuitive developments like this may adualy be
counterproductive and negate the benefits that might be
derived from visudization.

Thisleads us to this papers target of the better development
of information \isualizaions through the supply of a
framework detailing al major areas of development
consideration. In doing this higher quality visualizations
should result from structured developments that sees all
criticd considerations made axd being supported by
comprehensive assessment processes. Whilst Chi’s (2000)
taxonomy is not adually ataxonomy for visuali zations and
focuses on caegorizing the processng steps leading into a
visualization rather than the visualizaion techniques
themselves, it is useful in describing visualization systems
interms of his Data State Model, thereby all owing for reuse
of data transformations between various g/stems.

Our framework addresses all the major fadorsinvoved in
getting the user successfully from problem to solution
aaoss the gulfs of execution and evaluation. Thesefadors
being the:

» Datatype and datarelationships.
 Task type.

* Interadivity type.

e Userskill

+ Context of the IVsuse.

These fadors are combined with the output dimensionsin
Figure 14 to form a graphic representation of aframework
that can be used for taxonomic, development and
asesInent purposes.

We have aso incorporated a number of fadors relating
cognitive load to the dl ocation of output dimensions. We
believe these kinds of consideration will be useful in
guiding the developer towards visualizaions that are
amenable to our powerful subconscious visua processng
cgoabiliti es rather than requiring conscious sequential
logicd processng. This is an areathat is important to
explore both from a theoreticd and an empiricd
perspedive.

We are currently developing interfaces and evaluation
techniques to explore the utility of this taxonomy and
explore our spedfic output dimension and cognitive load
heuristics. At the same time, we ae finding the taxonomy
and the identified design factors provide significant insight
and gquidance in the design and evaluation o new
information retrieval visuali zaions and interfaces.
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