. . . competition bronze-medalist in 1998 (with 10 ‘judyef
Blologlcally-M Otlvated whom 5 were experts in some aspect of Cognitive

M achine Learni ng Of Natura| Science and 5 were selected to be representatitieeof

Australian  population generally, as were the
L anguage and Ontology ‘confederates’ the programs were compared with)reMo

. . informally, Weizenbaum’'s 1966 Eliza program was
A Computati onal Cognitive M odéal already so convincing that people who were not etipg
a program believed it was human and would not Belie

. was a computer when they were told. Weizenbaum’s
David M W Powers Eliza was so successful that he felt obliged totewva
School of Informatics and Engineering book (Weizenbaum, 1976) decrying the idea of uiting

Flinders University of South Australia a surrogate psychiatrist. This behaviour is a
PO Box 2100, Adelaide 5001, South Australia manifestation of ‘the Charitable Assumption’ — sacial
Davi d. Power s@| i nders. edu. au and linguistic default is that other people are liks and

have a similar background understanding and betéfs

Abstract the world, society and language as us, often leatn

The individual cognitive science disciplines allvla surprise and/or repairs when violated.

contributions to make to the understanding and tiade When a Natural Language or Atrtificial Intelligeneepert

of human learning. Our previous research has eﬂdlo:%oks at Loebner Prize or Eliza scripts, it is cldet they

unsupervised learning of phonolog_y, morphology ang.. long way from what we would expect of a human
Iow-Iev_e_I syntax, as well as b"?‘s'c noun, ve_rb a'uman conversation. This is why Loebner is notplyap
preposition ontology and semantics, plus musical af;, just a 50% pen-pal success rate but wantseevl
speech prosody. Successful applications usingxaofni of understanding, of grounding, and has therefore

supervised and unsupervised techniques includecbpegequired that there be an Audio-Visual componerthe
control of equipment, deep web search, confuseddwo

: ! . i Eompetition — the Gold Medal winner needs to
spelling correction, multi-lingual semantic modeisd  yomonstrate an ability to talk about the world, deeo
audio-visual speech recognition.

demonstrate that it is grounded, and a proposedalTo
Our current research is focused on doing simultameoTuring Test’” or ‘Gold Medal Test' is based on the
learning of ontology, syntax and semantics by erdmed kindergarten paradigm ‘Show and Tell’ (Powers, 1998
the learner in realistic situations and by deveigpiow-

level biologically-plausible models of perceptuahda 1.2 Ontology and Ontogenesis

cognitive processing. For centuries philosophers have discussed the enatiur

Keywords: Ontology, Ontogenesis, Stereologyexistence and the term ‘Ontology’ has been appieed
Stereophony, Stereopsis, Stereognosis, Stereosefiys area. Since 1980, | have coerced this terrefar to
Cognitive Linguistics, Computational Linguisticseror the ‘theory of existence’ that a child develops liciy
Fusion, Data Fusion, Neurological Models, NeuraisNe as it learns both about the world and to commuaicat
linguistically, as the basis for the grounding afiduage,

1 Introduction and in particular of both syntax and semantics.onfr
around 1990 it has come into increasingly comma@uyes
1.1 TheTotal Turing Test in computational linguistics to refer to formal lklanafted

representations of the relationships between cdscep
The dream of an intelligent, thinking, learning miae is  however in this paper | continue to use it to refemn
older than the computer itself, both in science sgience jndividual human’s unconscious ‘theory of existertbat
fiction. While some Al texts will go back beyondet is perceptua"y grounded in his social and physica|
Turing Test, it was turing who formally recognizétit  environment. | want to distinguish clearly the e
our understanding of the terms learning and thgkn semantics and pseudo-ontologies, that are mere
intrinsically defined by our subjective experiermfeour relationships between symbols, from the true seicgnt
own thought processes and our interactions witlerothhased ongrounded ontologies whose relationships with
people. Turing (1950) not only defined an objeetiest percepts derive directly from the real world, wiestin

to capture the intention behind these subjectidefined the human brain or a robotic brain or a brain model
terms, but predicted that to achieve human equivale

performance it would be necessary to arm a robtt wiBiologists have traditionally ~used the  world
“the best sensors money could buy” and it wouldhthe Ontogenesis’ to refer to the unfolding of the sture of
learn to understand and interact with the worldttie @0 organism, and more generally a biological urfigjd
same way a person does — this thus introducesyine@  ©f events. Whether this term in its true biologisehse

Grounding Assumption, that language needs to Bightly applies to language depends on both theraaif
grounded in the real world. the structure and events envisaged in the tradition

definition, as well as the theoretical paradigntasiguage
Turing also predicted that by 2000 a computer wdidd development. In the 70s, language was assumee to b
able to fool people into thinking it was human 8r jnnate, and mediated by a specific Language Adiiisi
minutes or more at least 30% of the time — this W@evice’ and thus the deve|0pment of |anguage Bt th
actually achieved by a Loebner Prize (see loebeBr.ndefinition of unfolding of events and/or structure§or



those that reject this viewpoint and recognizertiie of the subjective imputation of meaningful 4-dimensional
self-organization, learning and environment in theepresentation of event and object integrity incepme.
ontogeny of language, the use of the term can Beor parts, aspects or attributes of imputed evemts
understood as a metaphoric extension and is nended objects to be associated in the Stereosemy reqthiegs
to have any implications as to whether languagariate they be proximate in both space and time, with dsas
or acquired, a product of nature or nurture. towards contiguity, convexity and connectednedsat is

More recently the recognition of the inadequacythud there should be a trajectory or continuity cor!rr@_mhe
arts or else there is an expectation, triggeringprise,

genome to determine biological “and concom|tarﬁ1at something is hiding the connections. In a&aging

structure has led to the use of the term ‘Epigende activation model (Anderson, 1983; Deane, 1992) the

irr?]flzggr?(':zee th(\?vrrfi)llset Of‘fﬁ:f]%rg::;?st',on :;d ﬁ;;:;ggm th relationship between object parts, cores and whides
' ylog P ependent on the integrity of these connections.

genetically determined distinctions between species
giving rise to a three-dimensional characterizatiaith
Phylogenesis, Ontogenesis and Epigenesis as the a;lce4 Synchrony and Assembly

(Sipper et al., 1997), which is still habituallybsumed Adding the dimension of time introduces sequence an

into Linguistic Ontogenesis (Slobin, 2004). simultaneity as aspects of sensory-motor fusiorhis T
leads to a 4-dimensional correlation of sensoryemot
1.3 Stereology and Stereosemy percepts. To be related in the Ontology, howeveesd

not require the continuity biases that characterize

The term ‘Stereology’ refers to the developmentaof . .
mensurable understanding of the 3-dimensional mjeCStereosemy, but rather the Ontology is charactiizea

and relationships based on lower dimensional seresut cpnpeptual or tgxonomic repre_sentation mediated_ by
representations. We apply this term advisedly ® 3D S|m|l_ar|.ty and W|th0l_1t any requirement of spacedim
interpretation 6f the multiplicity of sensory—motorFrOX'rT'ty' ITr;usbat th"?' p0|r:1t W‘; areffoocuslsed anuch
percepts that are interpreted by the brain. Thmse ower level of abstraction than that of Ontology.
stereophony and stereopsis, as well as the lesliglam Events, internal, external or reflexive, logicalpnd
stereognosis, refer to the limited stereology thaturs chronologically correlate across all pertinent pets,
within the single modalities of hearing, sight atedich and objects we treat as a special case of eventte ma
respectively. A multimodal analysis can providesalient by their appearance, disappearance, atterat
information that is not available within a singledality motion.  Furthermore, there is evidence that entire
and thus the fusion of information from multiplenetworks of neurons that represent information alaou
modalities can provide a more accurate and detailevent, whether direct percepts or higher level epts;
Stereology. Moreover, there is evidence that motdire synchronously forming (cortical) Hebbian cell
control, feedback and proprioception, as well &sntion, assemblies that tend to fire with the same paterchin a
functionality and purpose, all play a major rolethe fixed phase relationship. The different frequensiesn in
development and nature of our Ontology, and a cetepl EEG are hypothesized to relate to the round triye tfor
understanding of the sensory-motor extends to theuch cell assemblies, the mechanism is hypotheszed
nervous, circulatory and immune systems, so wenextebe direct or indirect recurrence, whilst the fuantiis

our definition of perception to include the fullns®ry- hypothesized to be the binding of the diverse daltters
motor range (Powers and Turk, 1989). to represent an event (Lutzenberger et al. 1994,

At the level of cortical structures, it is well kmn that the Fingelkurts et al. 2003).

sensory and motor cortices evidence 2-dimensiontlis clear that, at the perceptual level, the elation of
homuncular representations of the human body information can serve to identify a single evenbbject
distorted homunculus pictures representing thetivela that is perceived in multiple ways or across digers
areas associated with different parts of the body aportions of the sensorium. This might be a clag@eged
ubiquitous in basic Psychology or Neurology textk®o in terms of motor activity, touch, pain, generassdind
More controversial is our hypothesized backprogactif energy (at a specific range of frequencies witlpecHic
the entire homunculus onto a specific organ — thigmporal pattern) and changes in the intensityefiécted
underlies the homunculus theory basis for naturdight (at a specific range of frequencies in speqhrts of
medicine techniques such as iridology and reflegplo the field of view), or it might be a dog that barfet a
but also makes strong theoretical predictions abospecific range of frequencies with a specific terapo
mechanisms for learning associations. pattern), is seen to have particular colour, textand
ér]otion (again perceived visually in a variety ofysp is
Smelt, and felt, with associated motor actionsesponses
(active patting or reflexive withdrawal of the handrhe
same mechanisms that correctly identify intrinspexts
of an event or object will also identify extrins{e.g.
linguistic, metaphoric or superstitious) aspectarmevent
of object since there is no way of distinguishing
perceptually that the colour of one person’s hair i
intrinsic (natural) and another’s is extrinsic (dye
Children have to learn that the names and conuestio

Whereas Stereology refers to the abstraction of
dimensional information from 2-dimensional inputete
is an additional interpretive step in associatingeise
percepts and components with a single object onteve
this we will call ‘Stereosemy’ and it is 4-dimens# in
nature as time is an essential additional dimengsmd to
associate percepts that belong together. Stengotders
to an objective reconstruction of &aensurable 3-
dimensional representation, whilst Stereosemy sefer



surrounding objects and events are arbitrary ratiha@n biological counterparts. It is not necessary twla the
tightly bound to the object. The field of Cognéiv point by claiming that these are optimal in thessethat
Linguistics (see e.g. Deane, 1992) is built on ththey are God-given or Evolution-optimized. Rathveinen
hypothesis that all of language, and in particulacomputers can’t achieve anything like the perforoeaof
phonology, syntax and semantics, is built on thigllof humans, achieving that level as a minimum is a
mechanism, which identifies a variety of relatiopsh reasonable first step before attempting to do bhette

that we may in different contexts refer to as emic,

analogous, metaphorical or metonomous. 2.2 Poverty, Connectedness and Chunking

2 Applications versusModels 221 ThePoverty of the Gold

P ; e : One of the first results that heralded the age agritive
2.1 Artifical Intelligence/Cognitive Science Science was Gold’'s (1967) proof that it was impaes

In the earliest days of Artificial Intelligence gfiield was to learn a superfinite language in the sense of
dominated by Computer Scientists with significantidentification in the limit'" without negative fedshck,
representation by Psychologists who saw the comaiste and the corresponding evidence from Psycholingisisti
an opportunity to model their theories. Lingusti that children neither received nor responded toatieg
however, also had its connections with Computeieedback.

Science, but these tended to be more closely albed he fallacies in this argument are spelled out dwés
Compiler Technology and Abstract Machines than t;)r d Turk (1989). b argume lar- P

Artificial Intelligence — as illustrated by the c® and Turk ( ), butin particular:

fertilization that lead to the understanding of the. Gold (1967) himself proved that with ‘anomaldest’
Chomsky hierarchy of languages in terms of botlwhere there were constraints on the ordering of the
syntactic constraints on languages and memorxamples, overt negative information was required.
constraints on machines. Similarly there was mdra o Others very quickly showed similar positive restftis
connection  between Neurology and Computedifferent models, and in particular probabilistic
Architecture than with Artificial Intelligence. grammars.

The advent of Cognitive Science was born in large. There is little evidence that language is stipiéefin
measure by the inconsistency and incompatability ahe sense of Gold’s assumption — that would impbt t
theories that had developed in one field but hadauses or phrases could exceed the length ofifetinle
implications for another. In particular, Chomskianconjunction and concatenation are not an isstudjere
Linguistics made assertions or predictions thatinmged is even less evidence that language must be at leas
directly on Biology, Psychology, Psycholinguistiasd context free as has often been claimed by Chomskian
Computer Science. In my case, | was concerned thaiguists — this would imply an infinite stack aadhead
Natural Language Processing was largely proceeiing to accommodate it.

ignorance of Linguistics and Psycholinguistics, dhalt . . . . .
Biologically-motivated Neural Networks were at firs c. There is evidence that children have availabisitive

denigrated as useless and then largely replaced B mples of_a_II the constructs th‘?y learn eamit_alfe into
Artificial Neural Network models that explicitly jected account positive and ne_gatlve_ewdence, providinag the
the constraints of Biology. Furthermore, there wer putis not too far outside th_e|r I_evel of compee. Our
constraints that were recognized in Psychology Were eory of anticipated correction is based on ewidethat

) ) i ; LY ... both adults and children autocorrect when what ey
Innot:allibgeel?lge applied in either Linguistics or Artidi ‘doesn’t sound right’. Also the evidence is thaildien

do not learn their parents’ language(s), but devéheir
It is not possible to go into any detail on thesnfs, and own unique idiolects and dialects.

indeed | have previously done so at book lengtiwé?s
and Turk, 1989), but rather | will seek to elucalatiefly
some of the key insights that have been missed and i

regained.  But first my focus is on the genersimise 2-2-2 TheLocality of the Net

that biological mechanisms of language, learning amanother of the early results in Cognitive Sciencasw
thought_ are worth expl(_)rlng computationally. There \insky and Papert's (1969) proof that simple
two main reasons for this: biologically-motivated Perceptrons were not able to
a. Biological, linguistic, neurological, psychologl and detérmine concepts like ‘odd’ or ‘connected’, butres
sociological models all need to be computationallﬁ‘ble to handle abstract mathematical concepts like

feasible and verifiable. That is a model thatrigvably ~Convexity'. This led to the suppression of neuats for
impossible on computational grounds or whos@/most 15 years, on the basis that if a Percepioofdn’t

predictions cannot be verified from a computer nhodedeal with such simple concepts it wasn’t much use.
should be rejected, following a Popperian paradigm.  The fallacies here include:

b. Computational and engineering goals that comesp a. Far from being abstract and mathematical, reizown
to lowest common denominator human capabilities cafbnvexity corresponds to the facility of human Reton

usefully adopt as their starting point the knowng see that there is a hole in your shirt, a derybiur car,
mechanisms, constraints and load characteristithedf o a piece our of your apple. This is achieved dw

d. The model does not take into account grounding.



level subconscious parallel processing at the level of Speech. However, for theoretical purposes this bmy
Perception, the level the Perceptron was desigoed regarded as separate binary positive-negative liapel
reflect. for each tag. Paradigms that label structures lesras
b. Connectedness requires tracing a path and parﬁgmg correct or not, or belongmg o a specmcSDm__
S . . not, are however somewhat different — the critical
determination requires counting. The Perceptraulte L .
- ) . observation is that, like the POS labels, the ttines are
should thus not be surprising as the child doing th . .
) . inventions that have no documented relation to
puzzles in the Sunday papewnscioudly traces the path neurological realit
from the rabbit to the carrot in the maze a&odsciously 9 Y.
counts the number of dots on the clowns shirt tokvet  Gold's proof, in an unsupervised paradigm, led te t
which is odd man out, suggestive of high-lesegjuential  conclusion that supervision was necessary in tmsese
CONSCious processing. that a source of labelled examples was requiretlis i
c. The fundamental locality constraint, which obssr oooo>aY to know which sentences are grammatical a
' y ' which are not, otherwise it cannot be learned. diyn

B e oL o oot and Paperts praot, i @ supenised parac, ol
' PO independent of the learning — they showed thatas w

manageable cor_nplexny whereas the subsequent f_u_II. npossible to represent the correct answer with
connected Multi-Layer Perceptrons have scalablht¥J . . . .
) - L erceptrons, so it was impossible to learn it.
issues as well as an overt assumption of supervisio
In fact, the distinction between supervised and
223 TheMagic of the Seven unsupervised is not clear cut. The fact that sieffic
i , i supervision for Gold’s Identification in the Limdbuld be
Of a somewhat different character is the drawiggtoer  ,chieved using ordering or statistical information

of a variety of research on diverse cognitive c@msts jjsrates this. Indeed any supervised learnipstesn
by Miller (1956). There are some fallacies circigt .54 pe used in an unsupervised mode to learn auto-

regarding this, in particular a lack of recognititiat the  ,<sociations — that is one part of the input (ftbensame

paper addresses a number of quite independeffl 5 gitferent modality) can be used to predictthen
phenomena (limitations on  discrimination, = subitized,q often this will lead to useful categories destbeing
counting, working memory) that seem to have quit§eyeloped. Conversely, labels can be providedro a
independent underlying causes. The first evid@idde g hervised system as an additional input andetiga
significance of this paper is that it representsoBcern ina ysual way, and often this will change the lnfithe

for the underlying cognitive limitations that unties the gy tem 1o prefer classes that correlate with thwiged
fallacies in relation to the Poverty and Perceptesults. |pe|s
abels.

Beyond that, are essential to guide development o
biologically-plausible language and learning models 2
in the development of Human-Computer Interface$ tha”
optimize the way information is presented basedann The obvious problem with unsupervised learninghat t
understanding of cognitive limitations (Powers andhere is no way of evaluating it, since the dats $er

3.2 Evaluation in Application

Pfitzner, 2003). supervised learning are all based on a pre-existiegry.
Given that self-organization and unsupervised legrn
2.3 Sef-Organization of the Pudding are used to discover new patterns and invent new

o . theories, they cannot be evaluated against hunemiés
Now we come to the key insights as to how a child'ga¢ are known to be incorrect or incomplete. Al
language and ontology can self-organize given that g,heryised learning paradigm can achieve is to th&e

child and his social and physical environment, Goi®  gynert out of the loop and substitute the compirtehe
a closed system from the perspective of learnittere is 5 jication of the expert's theory to new data.islnot

no teacher or supervisor outside the system. Tdraileg capable of improving the theory, and depending fen t
paradigm. that is _reIevant is one of self—prganizeqeaming algorithm used it may not even be capalile
unsupervised multimodal learning, and whilst in Qjigproving the theory since in general supervised
supervised paradigm, there is an automatic meamaniy|gorithms can be trained to give perfect resulis deal

for evaluation, in an unsupervised paradigm themone  yith any desired balance between rules and speasals.

— patterns are simply discovered according {§ne pest we can achieve is comparing competingiggo
programmed biases. and competing learning algorithms.

231 Unsupervised versus Supervised A better way is based on the aphorisms, ‘The poddiie
pudding is in the eating’, and ‘The exception thedves

The Poverty and Perceptron results we discussedeabqne rule’. Puddings are for eating not for dissegand
are representative of two distinct learning paratig analysing — similarly Language is for communicativag
according to whether or not there is a teacherd@weito for dissecting and analysing. Our approach has ieen
say if examples are right or wrong — classicallythbo to compare unsupervised and supervised algorithms i
paradigms assume there is a source of exampléstivéit real applications and thus gain objective perforcean
unsupervised paradigm having only positive examplefeasures rather than the subjective feeling thatrate
and the supervised paradigm having labelled pes#ivd or class is better than another. Furthermore, tignal

negative examples. Other supervised paradigms mgéeaning of proof is exemplified in the idea of hegt
label more specifically — e.g. with POS tags fort®af



silver to allow removing the dross anthproving the (YourAmigo.Com) and development of interactive
purity — it does act as a test, but beyond thasia multidimensional search interfaces (Powers andz i,
mechanism for improvement. 2003).

In  Natural Language Processing, it has becon Speech Recognition/Control — this area also allows
conventional to throw out the exceptions (e.g. avaas a the use of syntactic and semantic models to improve
verb) to improve the statistics, because the mixisb selection of the correct word, but is also a fquaiht for

bad and dependent on the lexicon at distinguishimgn multimodal fusion, using lip-reading to improve
from verb that allowing this case just opens therdo performance (Lewis and Powers, 2005). Specific
more errors (Entwisle and Powers, 1998). Thesgpplications include voice control of home equiptnen
observations have led to the development (Pow®@&3)2 (I2Net.Com.au, Clipsal Homespeak), use of speech
of unbiased measures for evaluating both supenaseld recognition in a sports stadium or a bank (comnaérci
unsupervised algorithms for both binary and arbjtra applications under development for noisy environtsen

labellings. e. Brain-Computer Interface - this area tests

In summary, our approach is to use an unsupervisedsupervised algorithms, for the separation of ejois
paradigm across multiple modalities, to evaluaseilte in  artefact and signal components of EEG signals, in
applications of commercial relevance, and to usapplications ranging from comparing the consciond a
unbiased measures of informedness. The remainiggbliminal processing of language (Powers, Clatkpb®
sections of the paper summarize our scientific gaad and Weber, 1996) to monitoring the skill acquisitind

the models we are currently developing, but here wsress levels of a soldier, testing the predictiaris
illustrate this principle with some application@mted unsupervised models in relation to functional aodtent

evaluation we have performed to date. words, and extending our home control interfacellmw
multimodal AV+biometric control (commercial-in-
2.3.3 Examplesof Applications confidence and military applications under develepth

a. Spelling Correction/Chinese Transcription — staidt 3
information and automatically (unsupervised) deative

categories are used to correct 10,000 commonlyusedf 3.1 Unimodal Models
English words and then applied to choosing theeobrr

characters for a Chinese PinYin transliterationw@ms, U_nsup_ervised I_earning and selfforganization as
1997b; Huang and Powers, 2001; 2003). blologlcally-.plausmle models have a history thateads
back to Turing (1952) and von der Malsburg (19v&}e

b. Machine Translation/Summarization — derivation ofeneralized and popularized in the Kohonen Net,amnd
holo-/meronym and hyper-/hyponym relations and newlso broadly used in other guises, notably Independ
algorithms for characterization of word similarignd Component Analysis (ICA). Notably, von der Malsburg
comparison of unsupervised approaches with Wordngt973) demonstrated how the on-centre off-surround
both directly, and in application to Machine Trai&in |ateral distribution function provides sufficienbrestraint
and Summarization, focussing currently on nouns and model self-organization of the cortical hypetonhs
verbs. In this case the performance of our algoritising  sensitive to angles and Kohonen (1988) demonsttated
WordNet already significantly exceed humanyay the same kind of constraint produced an arfay o
performance expectations (Yang and Powers, 2005}, s phonetically sensitive regions that resembled a
is not necessarily expected that unsupervised ile@rn typewriter, in which speech corresponds to trajéeso
will do better — doing so would be evidence agathst across this surface, and even reduced speech gwduc
model being biologically accurate to the extentt tth@ recognizable trajectories. Powers (1983a, 199&jved
task is a reasonable one. The machine translatiadhat the same approach could self-organize phraise-
document summarization, spelling correction anch€ée  clause-level structure from word-level input (1988)d
transcription tasks are natural tasks performecbintext, character, phoneme or speech input (1991;
whilst comparing lists of words or doing WordpowerSchifferdecker, 1994). Powers (1983b) also sholwmssl
(Reader's Digest) or TEFL Examinations are taskthe required lateral interaction function could be
performed out of context and contrived purely agste- explained from first principles based on neuroamétal

and it is known that human native speakers caresehi considerations.

better test results with training.

Biologically-Plausible Unsupervised L ear ning

The connection between statistical models and
c. Information Retrieval User Interface — this aredéh  biologically-motivated unsupervised learning or fsel
with application not only for word similarity, semiz&c  organization is very strong, but they are not eajeint
and syntactic classifications, but also for invgation of classes — clearly not all statistical models hawéobical
the role of cognitive limitations and context ofnhan and  plausibility. Nonetheless it can be useful to cdesithe
machine performance in common tasks such agural network models from a statistical perspegtand
websearch. Applications have included user andestn the lateral distribution function can be relateg ébscale
modelling (can we use unsupervised learning to @v@r factor of normalization) to a probability distrifom
queries, rankings and summaries), analysis of tag wfunction (over distance), the area of network aissed
people use keywords to describe documents as opposewith a particular feature is monotonically relatedthe
search for documents, discovery or relationshige/éden probability distribution function (across featureahd the
dynamic pages and the wunderlying databasegptimal sigmoid for ICA (Lee et al., 1999) is adar



function of the cumulative distribution functionf(the multimodal self-supervision paradigm, feature
sources). It should be noted that ‘sources’ referthe information is automatically available for late ifws. In
underlying signals or causes that are perceived ionh the case of the more powerful multimodal self-
mixed and convoluted way after modulation, transiois  supervision paradigm, there will also be informatio
and perception within a medium/modality. Theabout the noise, error and reliability of the unéab
components detected by ICA correspond in many dasesfeatures in terms derived directly from the preatidity
features (e.g. edges or voicing), as well as tme@al of attributes or features of the other modalities.

sources (e.g. speaker location and identification The raw attributes or inputs for each modality are

. intrinsically etic in nature — that is they are edijve and

3.2 Multimodal Models the valuesy are independent of the Iinéuistic, i:)imﬂal
Moving from a single modality to multiple modalsie Or social characteristics or purposes of the peimgi
gives us not only the opportunity to learn morenfra individual or, in this case, system. However, orce
richer array of sources, but allows us to expardrémge learner has started to learn from examples from a
of paradigms available to us for learning. Theiobs particular linguistic, behavioural or social envirnent,
approach to multimodal unsupervised learning is ndhe learned features reflect the probability disttions of
necessarily the best — whilst it is possible topjnthrow  that environment and hence aspects of the linguisti
everything at the learning system in an undifféetatl behavioural or social characteristics and purpdbes
fashion, this does not correspond either to thenderlie and determine them. These features #ngto
differentiated structure of biological systems dret be emic in nature and are increasingly subjecting a
exigencies of achieving efficient learning and mssing. dependent on the linguistic, behavioural or sociaitext
Even in a supervised context, the undifferentiatetp which the learner has been exposed (Pike, 1Bb;
approach tends to lead to lesser performance igftiy  and Pike, 1977).

and efficacy), and even catastrophic fusion — thahe
results for multimodal learning are worse than ¢en
achieved in one of the individual modalities alone.

Adding to this model the possibility of recurrerdeads to

a Piagetian model of reflection and reflecting. e Trhist
level of features tend to be unimodal and are based

i percepts alone, but successive levels of features
321 EarlyFusion increasingly build on mixtures of etic and emiaihtites

Early fusion of raw attributes across the modafiti@n and features, facilitating the representation aatring
usually be improved by a ‘horses for courses’ appho- of more complex concepts (Powers, 1997) as wekl as
the individual modalities are used to identify feat they Model that closely reflects the blackboard modeds are
are good at identifying, and a late fusion of btites and POPular in Psychology, Speech Recognition and iaif
features is performed, possible making use of mégion  INtelligence (van der Velde and de Kamps, to appear
or estimates about the noise, error and reliabilitfOWers, to appear).

characteristics of each mode in the current cor{tesvis ) ) ) )
and Powers, 2005). 4 A Biologically-Plausible Stereosemic M odel

Although the terms early and late fusion are uguaded We now outline our low-level model. Whilst we and
in relation to a supervised learning paradigmsitliear others, (e.g. Powers and Turk, 1989; Deane, 1982¢ h
that the concepts can be adapted to unsupervigetrlg, marshalled evidence concerning particular areashef
and indeed there are a number of ways we can seagh brain and their role in various aspects of language
a natural consequence of use of structured mulinoderocessing, our focus at present is to understahat w

learning paradigm. kinds of interactions can explain stereosemy andegé
it is premature to devote much energy to hypotheses
3.22 Multimodal Self-Supervision about higher levels or lower level of processinge W

. _ _ ~assume that the sensoria for each modality areqiexj
The supervised-unsupervised dichotomy breaks doven i across the brain hemispheres and that visual,aydind
multimodal context as we can arrange to predidufea vestibular projections of both eyes and ears asdlable

or events in one modality based on input from amoth a5 inputs to our stereosemic model, ignoring tnsee of
that is one modality can be used to supervise anothtgste and smell.

Thus we have the full range of learning algorithms ) ) o )

available to us, and we highlight again our eaniemnt The cortex is classically d|V|de_d,_0n the bgsﬂmfgr(_)ss
that it is the paradigm that is supervised or uasdped, Neéuroanatomy and _charactenstlc densities _of aiffer
and specific algorithms may be used in either modd@sses of neurons, into six layers, | to VI, whadternate
notwithstanding their design for or close assooiatvith Petween white and grey, and in turn may be subeid
one paradigm. The extension of Kohonen Nets tediin iNto finer sublayers distinguished by lower castefs.
Vector Quantization, and the self-organization be t Generally, Layer IV is the primary input layer, atfts

hidden layers in a Backpropagation network are wefiCcCepts in particular sensory information relayed o
known examples. echoed by the thalamus. Layer VI is the primarypatit

layer that projects back to the thalamus, whilgetaV
mainly projects to the striatum, brain stem ancdhalbpi
cord. Layers Il and Il are hypothesized to beogsible
Once unimodal unsupervised learning has bedor multimodal cortical association as they projdat
performed, either using an unsupervised paradigm or

3.2.3 Unsupervised Emic Fusion



other areas of the cortex both in the same hemispdred 4.2 A Low-Level Laterally Recurrent Network

via the corpus callosum in the other hemisphere. . . .
A number of factors are involved in stereopsis and

Whilst it is usual to think of feedforward and dexd stereophony, not least of which is the need to sidju
recurrent neural networks, this is at best agonvergence and focus to the appropriate distammid,
oversimplification and at worst nothing like whaewee attentionally and during saccade. From a multimodal
in the cortex. The classical biological model asssithat perspective, there is also a need to reconcile the
clusters of neurons, possibly of different classast difference between the speed of light and the speed
together as a high level cell and make the apolbglythe sound — a served tennis ball has covered a qualrtés
models probably apply to such cells rather tharroress  trajectory by the time we hear the sound, but v

To the extent that there is feedforward and reeotirrethese as simultaneous, the window for simultaneity
activity, there would appear at least two such oet&— varying from about 3ms to 3 seconds depending en th
one projecting inward and one outward from layer M modalities involved and the contextual feedback.
fact it looks more like projection from layer IV 4, Il Distance can be estimated visually, from the motor
and | for processing and association, then reversedntrol of convergence and focus, from disparitgnf
projection from those layers to layers V and VI fowestibular information about head movement versus
output. We should also allow for the possibilityath expectation of target size, from perceived versus
(distinct and common) neurons may be part of sépargemembered as well as interocular texture variatiom
virtual layered networks that are overlaid in tt@me from interocular velocity differences determined in
cortical space. tracking the target. Aurally, we can use intensityd

phase differences and visual-auditory delay infdioma

41 Visual and Auditory Input/Output The model we are exploring assumes rapid bijective
Currently our focus is on the Visual and Auditorydistribution of left and right visual and auditdiiglds to
modalities, both the inputs and the outputs thattrob both hemispheres. There is some evidence to suppor
convergence and focus as well as compensating flag polar representation of the opposite half &f Wisual
overall intensity. We will assume simple RGB visuafield in V4 — the foveal area occupies the inned &ime
input from a pair of colour cameras as represargati  periphery the outer sides of the map, with a ttaorsi
the kind of input available from the eyes, and willarea between. This has advantages in terms aficgnt
encompass retina, ganglia and the relevant (ne@abr and orientation invariant recognition, recallingath
layers and regions into our model. We will assum#anslation can be accommodated by saccade.

multiple microphones but at this stage will notls¢e

model the modulations introduced by the pinnae @reb We propose that the recurrence between the cortdx a

conduction — rather we will use at least four mitrones the thalamus produces the characteristic synchsnou
midro labelling of the event even prior to Stereology nigei

(tetrahedral array) and preferably more (paralipieg complete. We further propose a spreading activati

ar_ray)._ Our robot baby.was designed to includ roduces a match between labelled events fromahe s
orientation and acceleration sensors as well

convergence, head orientation and limb IocomotithOd"’uity (stereopsis and stereophony) as well assac
motors (Powers, 2002), but at this stage we arériog odalities (stereosemy) when firing patterns cateeht

: ; a specific location in the field of perceptual pssing.
ourselves to a simpler model with only camerasy, . . .

. . : e propagation time across the cortex is comparabl
microphones and wheeled locomotion, or even siradlat . h the i | del h d b
world cameos with the interaural delay so that a sound can be

' automatically localized and the labelling interans with
In relation to the visual cortex, there is evidertbat the thalamus can trigger visual attention to theitarally
layers 1I/Ill are concerned with major disparityteigtion  signalled event.
and feedback to control vergence (and thence focu
whilst layers V/VI are concerned with minor dispari
detection indicated for stereopsis. This is ounufobere,
and we similarly will not be concerned with modegji
edge detection and shade/texture filling but ratheuld
look for evidence of self-organization in thesepexgs.

%)he requirement for vergence and focal adjustmaséed
on coarse disparity information from Layers /1l
naturally precedes the availability of the fine igra
information from Layers V/VI, but it is not clearoin
where the visual motion/change triggered attention
signalling occurs, but this may take place in thedamus
: . . l{hrough comparison of recurrent visual informatieith
relationships are self-organized and our work ocefa . . . . . .
A . ) incoming perception. The relative delays in thgida of
finding and lip tracking strongly suggests that the . . . : ; .
. : — ... .audio and visual information also contribute tooawtic
opponent colour system is essential to d|st|ngug;h|I
mammalian foregrounds and features, from non
mammalian (face) and mammalian (feature) backgreund .
In particular, the tuning of the red cones to haglwiain 4.3 Work in Progress
is remarkable, and the red-green opponents appeiae t The exploration of this model is experimental irtune,
optimized for distinguishing mammal from vegetationand we are seeking increased collaboration with
whilst the blue-yellow is useful for distinguishirioth  neuroscientists to guide the precise parametesizatid
features within a face or animal as well as anineald interpretation of the model. Our initial goals are
vegetation against a water/sky blue background. relatively modest, being to explore different thesrof
multimodal binding, synchrony and stereopsis, whils

ocalization of the event in the depth dimension.



avoiding the complexity inherent in the total visiand Powers, David M. W. (1983b): Lateral Interaction Bgbar
audition problems. We are exploring variationsspatial Derived from Neural Packing ConsideratioD&S Report
and temporal, including spatiotemporal, encoding to 8317, University of NSW, Australia.

study the role and nature of working memory and thBowers, David M. W. and Turk, Christopher C. R. (1989
binding of the individual percepts relating to avest. Machine Learning of Natural Language. New
Our model is blackboard like, with the addition af  York/Berlin: Springer Verlag.

(bilateral or unilateral) spreading activation tpabvides Powers, David M. W. (1991) How far can self-orgatian go?
very short term memory and the basis for stereobrgy ~ Results in unsupervised language learniRgoc. .AAAI
stereosemy, with the coded recurrent pulse strémming ~ Pring Symposium on Machine Learning of Natural
directly initiated by the forwarding and recurremhoing _ L@hguageand Ontology, Stanford CA, 131-136. _

of information through the thalamus. We hopeHhis t Powers David M. W. (1997a): Perceptual Foundations for

wav to bridoe the gap to our existing higher-level Cogdnitive L_ingu_isftics, International Conference on
Iea)r/ning modgls gap g ng Cognitive Linguistics (Poster Paper), Amsterdam.

http://www.infoeng.flinders.edu.au/papers/19970001.pdf
Accessed 28 September 2005.
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