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Abstract. In this paper, we introduce two kinds of word samity algorithms to
investigate the capability of WordNet in measuriregb similarity. Both are
tested on two noun and two verb data sets. The setis a standard set but in
the absence of a standard verb set we have promoskdested human and
computer results on a similar verb set.

I ntroduction

Many researchers have explored the similarity afnsousing a variety of methods
including methods based on WordNet. However eliittention has been paid to
verbs [1], there is no standard evaluation set,iisdhot clear that the WordNet verb
hierarchy is rich enough to support verb similarggsessment. In this study we
introduce an verb evaluation set with both tuning avaluation partitions, we present
and adapt a successful noun similarity method basedWordNet to the verb
similarity task, and we present a hybrid technithst seeks to increase accuracy by
cross mapping into the noun hierarchy and back.

Measuring word similarity can be classified intcokledge-rich and knowledge-
poor methods [2, 3]. We introduce both approactedsrb presenting our own results
using knowledge-rich methods.

K nowledge-poor methods

Knowledge-poor methods mainly depend on informatiorprobability information
derived from a corpus rather than a knowledge b&seh methods may be further
categorized according to how co-occurrence frequeéata is handled:

Vector space.

These approaches assume that semantically relatets\are more likely to co-occur
in the corpus. A matrix is constructed in word-bgrd/ or word-by-document order
with a cell value such as term frequency (TF) or!IDF (inverse document
frequency, but more accurately the information eymd by the fact of occurrence in
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a document). Word similarity is established by campg distance measures such as
the cosine coefficient or Euclidean distance.

Syntactic parsing.

These approaches assume that the semantic relsseoineords leads to their use in
similar grammatical structures. Judging word sinityais achieved by tagging parts-
of-speech in the corpus, shallow parsing of semt®nspecifying the relationship
between chunks and comparing the syntactic compenatong with their
dependency relations [2].

Knowledge-rich approaches

Knowledge-rich methods require semantic networka semantically tagged corpus
to define the concept of word in the relation wither concepts or in the surrounding
context. Most methods that calculate semantic égtausing ontology or thesaurus
knowledge such as WordNet [4] or Roget fall intdstleategory. The popular
methodologies for measuring semantic relatednetsstive help of a thesaurus can be
classified into two categories: one uses the saemantic links (i.e. edge-counting),
the other combines corpus statistics with the tarain distance.

Edge-counting

The edge-counting or shortest path method derives fthe geometric model in
Cognitive Psychology, where the shorter distanceilesnthe stronger association
between stimuli and response. It can be tracel ttaQuillian’s semantic memory
model [5, 6] where concept nodes are planted withénhierarchical network and the
number of hops between the nodes specifies thdasityiof the concepts. Generally
the similarity of words in the thesaurus spacelmadescribed as

Sin(, j) = 2D - Dist(, j) . (1)

whereD is a constant (e.g. the maximum depth in the tamgnof WordNet, viz. 16

if we presume all the hierarchies have a commore)daist(l,j) is links between two
concept nodes | and j. In the edge-counting metligstance is typically assessed by
counting the edges traversed frafinto c2 viancn, Dist(c1, c2) — we will introduce a
few popular edge-counting models working in the @etic hierarchy [7].

Wu and Palmer [8, 9] proposed to measure the verbwatept similarity in the
projected domain hierarchy when translating fromglish verbs to Chinese.
According to Wu and Palmer, the relatedness ofwwads is the weighted sum of all
their senses comparison,

2Cdef{ncr(Cix, C; ) 2
def(c; ) +defc;«) ’

SiI’T(Vi ,Vj) =ZWk O
k

wherencn(G,G) is the nearest common nodex) for the conceptual nod&s, G
of verbsv; andv;, depis the depth of node relative to the rasgt,is the weight of each
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pair of concepts in each domain. The sunwgpfis 1. This model is appropriate for
measuring both verbs and nouns in the “IS-A” higharal concept net.

Leacock and Chodorow [10] adapted the concept foinmation content [11] to
evaluate the relatedness of two words using theviaig model:

_ Dist(c; c;) ©)
SIn'(VVi ,Wj) =Max| - IOQW
=Max[log2D -log Dist(c;, ;)]

whereDist(c,G) is the shortest distance between concepasidc. In addition, they
defined the similarity of two words as the maxintizealue of all the pairwise
similarities. Note that in Equation (3)

Dist(c,G)=dep(G)+ dep(c)-2*dep(nor(c, ) @
. _ 2D (5)
Slm(VVi ,Wj) = MaX|:|Og m:l .

Hence, the concept model is similar to Wu and Pasmapart from thelog
normalization.

Resnik’s information content
Resnik [11] argues that the links in the hierarohyVordNet representing a uniform
distance in the edge-counting measurement can oobuat for the semantic
variability of a single link. He defines informatiocontent ofncn to explain the
similarity of two words through frequency statisticetrieved from a corpus, not
through the distance of edge-counting. Here thquieacy ofncn subsumes all the
frequency data of subordinate concept nodes. Thernmation content can be
guantified as the negative of the log likelihoddgP(c).

However, Resnik still employs the structure of aaeptual net and one drawback
is that thencnfor all concept pairs that have the same parede i®the same.

Jiang and Conrath’s model

Building on Resnik’s work, Jiang and Conrath [12]rther assumed that a
combination of information content and edge-countwill improve the correlation

co-efficient (compared with human judgment). Thésoaconsidered the link type,
depth, conceptual density, and information contefhtconcepts. Their simplified

formula can be expressed as follows:

Dist(c;,) = IC(c) + IC(6)-2"IC (nen(c, ©)) - ©)

Sirr(ci! Q) = _DiSt(Ci! Q) . (7)
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Lin’s model
Lin [13] introduced another way of in computing thieilarity to disambiguate word
sense,

2* 1C(ncr(c;, c;)) )

MG 4= ey +ic(e,)

which is essentially another normalized form ofyJamd Conrad’s model.

Multiplicative Models

The noun mode

Generally speaking, similarity models in the taxoyoof WordNet, proposed by Wu
and Palmer, Leacock and Chodorow, Jiang and Cqnaath Lin, can be abstracted
into one of the following forms:

Simcl,c2) =2y +(a + f), ©)

SimcLc2) =2y —(a+ ). (10)

wherea, S, y, respectively denote attributes of concegitsc2, and thencnof c1,c2 in
the “IS-A" hierarchy. The attribute can be viewedsame function of the depth in the
taxonomy or the information content extracted fithwa outer corpus.

Yang and Powers [14] proposed a new model to meagmantic similarity in the
taxonomy of WordNet, based on a variation of edgeating. In contrast with the
above methods they also take into account the vgaste (hol/meronym)
relationships in WordNet and compare two searchafgprithms, a bidirectional
depth-limit search (BDLS) and unidirectional brdefitst search (UBFS).

On the assumption that a single link in the taxopatways stands for the same
depth-independent distance and that the distarteeeba two conceptual nodes is the
least number of links\, from one node to another, they define the siitylarf two
concepts multiplicatively as,

Sim(cl,c2) =a,B* . (11)

Partially inspired by Hirst and St. Onge’s aldamit for the detection and
correction of malapropisms [15] which different ghis for identical words,
synonyms or antonyms, and hyper/hyponym, Yang awikePs deal with the identity
case wherecl and c2 are identical asyqg = 1, y = 0, the syn/antonym as an
intermediate weightzs, = 0.9,y = 0, assigning the lowest weight (eag= ann= anm=
0.85,8 = B = fnm = 0.7) for the hypéhyponym, hol/meronym where searching
depthy is more than one — these weights being the restlining noun similarity.

These models are evaluated against a benchmarkbysetiuman similarity
judgment, and achieve a much improved result coatparith other methods: the
correlation with average human judgment on a st@h@8 noun pair dataset [11] is
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0.921, which is better than anything reported ia literature and also significantly

better than average individual human judgmentsthissset has been effectively used
for algorithm selection and tuning, they also vale&lon an independent 37 noun pair
test set (0.876) and present cross-validated eefaitthe full 65 noun-pair superset

(0.897) [16]. Note that their best performance loese data sets is achieved for the
maximum score across distinct sense in relatidghdacommon case of words that are
polysemous.

A multistrategy verb model

To investigate the appropriateness of such a mfmtgludging word similarity we
have sought to adapt it to apply to verbs, whiah @mother significant hierarchy in
WordNet. Unlike the noun taxonomy, which is richcimmplexity and links, the verbs
are organized into a relatively shallow hierarclgading to their hyper/troponymy
relations and WordNet does not represent holo/nyatgnrelations. The maximum
distance between contentive verbs (excluding stogsviike ‘be’, ‘make’ and ‘do’)
is around 4 nodes, which make it more difficultfited relationships between verbs
[17]. Based on the Yang and Powers noun model g@pdoach, we designed and
tuned a new algorithm to account for the similarity verbs in the face of the
sparseness and limitations of the WordNet verbahidry. To supplement the verb
hierarchy, we also consider derivational mapping ithe noun hierarchy, the use
definitions (glosses), and effect of stemming. Ttugsconsider the following factors
in constructing this model of verb similarity, wkeat this stage stemming refers only
to the simple suffix removal functions provided witVordNet 2.

1. Similarity on the verb taxonomy is evaluated in siaene basic way as for the noun
hierarchy, viz. equation (11) and (12), except thatthere is no correlate of the
holo/meronym relationships (viz. no metonymy by e¥ha part of an action/scene
may be related to the whole). We thus need to getnad tune parameters for the
syno/antonyms and hyper/troponyms in the same wayith the noun model.

2. Some verbs have tmunforms as a&tem or vice versa, as they aderivationally
related. Thus we can project to the noun hierarftbyn the verb hierarchy to
enrich the relationships among verbs, introdueiggas discount factor or weight.

3. The definition of a verb, itgloss can give a hint to the relation with other verbs
when there are no apparent linkages in the verb aman hierarchiesLesk [18]
proposed to calculate the overlaps of target woidl gther words in the context in
the definitions to select an appropriate sense.eRed et al. [7] treat the
definitions in WordNet as a million word corpusdapuild a co-occurrence matrix
to specify how many times the two concepts turntagether in the gloss of
WordNet. In this paper we assume verbs in the diefimof WordNet, which are
not in the frequent word list like “make”, “do”, @t bring about a strong semantic
relation with its target word. This thus introdueggs.

4. The stemmingeffect seen above can also connect related verbthe verb
hierarchy without considering their individual sess but rather allows us to
capture a wider class of relationship that relatthé etymology of the word and its
root meeting, but should not represent as stromglaionship as those that are
represented directly by links. This gives us weigh,
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Comprehensively considering these new factors hacekisting link type and depth

factors that we need to tune for the WordNet vastmbomy, noting that Yang and

Powers have already well tuned for noun similaaityl needs no adjustments for links
within the noun hierarchy, the new model is

dist(cl,c2)
Sim(cL,c2) =ay,* a; 11 By, dist(cl, c2) <y,
) (12)
Sim(cl,¢c2) =0, dist(c1,c2) >y,
Sima,(VLv2) = Max[Sin(cy. ;)] 19

» where 0< Sim(cl,c2) <1,

» t=ht (hyper/troponym)sa (syn/antonym)der (derived nouns) agls (definition),

* ais a link type factor applied to a sequence dfdiof typet. (0 <a; < 1),

* agmliS the stemming factor, if ¢l is linking c2 with@iemmingpg,= 1

» fis the depth factor depending on the link type

» yis an arbitrary threshold on the distance, whidhre more than five in the verb
taxonomy

» dist(cl, c2) is the distance (the shortest pathgbandc2

» 1, 2 represent concept nodes

The most strongly related concepts are the ideotibe wherel andc2 are identical,
aiq = 1 andDist(cl, ¢2) = 0. For the link type of syn/antonym, we againigis®an
intermediate weight (e.gws, = 0.9, Dist(cl, 2) = 0), and we again tune to assign the
lowest weight (e.g.an, = 0.85) for hyper/troponymy. Note that any syn/antorgnd
identity links constitute entire paths and canrephrt of a multilink path.

Given the fact that most verbs are polysemous Wleagiain assign the maximum
value of the similarity among all the senses;; of any polysemous worg. To make
clear the final model of verb similarity in the Widtet we present it succinctly but
informally as the following algorithm. The biditgmal search is as described in the
original Yang and Powers algorithm, deciding fifst is a direct identity or synonym
path, or otherwise discounting as a hyper/tropd @atd calculating the additional
distance d required to connect them, except thainguccessful is redone with a
further discount allowing connection through anyidiionally related stem, not just
through specific senses.

The basic algorithm is as follows where the noumilarity and maximum
similarity steps are exactly as described by YamtjRowers:
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for each sense c1 and c2 of vl and v2 resp.
if c1 and c2 are synonymous or antonymous
assign sim_sa(cl1,c2)= asa; Goto next loop
elsif c1 and c2 are hyper- tropo- and/or antonym connected
with depth d less than y
sim(c1,c2) = sim_hta(cl,c2)= an * Bhtd
if=0 & c1 and c2 are stem hyper/tropo/antonym connected
with depth d less than y
sim(c1,c2) = sim_stm(c1,c2)= Osim* Qnt * Bhtd
endif
endfor
calculate the maximum similarity score,
SiMmax(c10v1,c200v2)
if£0
sim(v1,v2) = simmax(c10v1,c200v2)
elsif vl can find v2 in its definition or vice versa
sim(v1,v2) = sim_gls(v1,v2)= agis
else
if both v1 and v2 have derived noun form
go into noun taxonomy and perform BDLS search:
sim(v1,v2) = sim_der(c1,c2)= ager * Sim_noun(cl,c2)
endif
endif

Evaluation

Task

Unfortunately, there is no benchmark data set &by in the literature. We have thus
had to make our own data set and offer it as alatanfor testing verb similarity. We
selected 20 verb synonym tests from the 80 TOERs(Df English as a Foreign
Languag€y questions used by [19], and 16 from a set of 5D Eglish as a second
language) questions [20] — these are widely useaksess non-native eligibility for
university entry or employment in English speakaogintries and we judged them as
representing different levels of difficulty for navative speakers, but as all well
within the competence of a native speaker or usitjergraduate in an English
speaking country. Each these 36 multiple choicestipies consists of a question or
target word and four other words or phrases to shoomom. We tried to select
examples with words rather than phrases, and tised each target word together
with one of the four choices to construct a paiverbs in the questionnaire, giving a
total 144 pairs verbs. We randomly arrange these wairs and randomly reverse the
order of target verb and choice verb. Six colleag(2 academic staffs and 4

1 Test of English as a Foreign Language (TOEFL),datlanal Testing Service, Princeton,
New Jersey, http://www.ets.org/.
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postgraduates) voluntarily rated these pairs forilarity. Four of them are native
English speakers; the other two have used Engbsh second language and a main
communication tool in the academic and ordinarg fifr over ten years. We gave
them the following instructions:

Indicate how strongly these words are related in meaning using integers from 0
to 4. The following are given as examples of kinds of descriptions that might
apply to each number, but you must give your own judgement and if you think
something falls in between two of these categories you must push it up or down
(no halves or decimals).

0: not at all related

1: vaguely related

2: indirectly related

3: strongly related

4: inseparably related

The word pairs were sorted in descending ordewvefee score, and divided up to
achieve a balanced set with 26 words in each catggtiminating some words with
averages below 2 to eliminate an expected imbalahee to the questions being
designed to have exactly one best answer and bé&sgd to include more dissimilar
words). We then randomly assigned 13 words frontn @ategory to one of two data
sets, datal and data2. The average correlationgathese six subjects was r = 0.866.

We then optimized the verb model for each datatseiugh calculating the
correlation with average human scores, using adgreg@proach to optimizing the
parameters (choosing the mid-value when there wasignificant difference). Here
we show how we regulated the verb model on datal.

To distinguish the different effect of each factee proposed, we assumed the
contribution of the verb hierarchy similarity, degd noun hierarchy similarity and
gloss similarity are independent. Thus we firstgdduthe optimal parameterization
for the verb hierarchy, and then to set without amgraction withage, and ags
considered how helpful the derived noun similastgis and then how helpful the
gloss similarity was.

Tuning

There were three parameters we needed to adjustation to the application of
the Powers and Yang algorithm to the verb hierartigy path type factar, the link
type factors and the depth factgr(optional, noting that this last factor was oragjlg
and primarily conceived to minimize cpu time, blgoamay also serve as a threshold
to stop relationships that are too strained beiagodered). Then in order to factor in
the alternative source of information we neededdbthe stem similarity weighting
asim the derived noun similarity weightinge, and the gloss similarity weightirags.

In this case the three values are fallback weigditsen the algorithm for the verb
hierarchy hasn't given us a non-zero value, weyretsing ignore sense and
inflectional variations of verbs (discounted ustig,), and if it is still non-zero, we
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use the noun version algorithm to seek a valuedfrivationally related nouns
(discounted bye,), or failing that we try to find a connection e glossesds).
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Fig. 1. The tuning process on the RHE

Step 1: the distance-limit (y)

Once the values af, agnandp had been assigned initially, i.e. respectively Q@®5
and 0.5, we varied the distance-limi{for the combined path length), enlarging the
search distance of each node from 1 to 5 (esslgntie@ maximum distance is no
more than 5 in the WordNet), viz. the total diseon¢ two node in the BDLS is from
2 to 10, to investigate if by expanding the disehmit, the model could produce a
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judgment that is more accurate. We can see in Kjg.that there is a drop in the
correlation when we increase the searching scape ir level to 2 level, after that the
curve approached level. Our purpose in the paperirsvestigate the function of verb
hierarchy, so we use= 6 for a rich hierarchy exploration (RHE) butalssey = 2 as
a reference point for shallow hierarchy explorat{&HE). In the following part we
just illustrate how to calibrate the model using BRHE variant.

Step 2: thelink type factor (f)

We tested? over the range 0.3 to 0.7 tuning with increment8.a&f to see if it affects
the correlation with human judgment. Note that efich in the taxonomy is of
uniform distance if we givg = 1. In fact, we see from Fig.A)(that the performance
of the system begins to deteriorate significantty § bigger than 0.6 with the
maximum at 0.5.

Step 3: the path type factor (a)

We varied the value af, by increments of 0.05 from 0.5 to 0.95. The optivalue
for a is around 0.8 but there is very little sensitivityits precise value as seen in in
Fig. 1@).

Step 4: the stemming factor (agm)
After the optimal value, 0.4, Fig. d,) shows that the correlation begins to drop
quickly but prior to that there is little change.

Step 5: the derived noun factor (ager)

Similarly, there is little difference ag, increase from 0 to 0.5, but after that the
correlation deteriorated slowly — see Figadl). We chose 0.4 as a compromise
value, as with the shallower verb hierarchy wealigect to see smaller values, but a
larger value will maximize utilization of the infmation in the network.

Step 6: the glossfactor (agys)
There is an initial jump at 0.4, rising to a cleatimum at 0.9, as seen in Figagy).

Results

After we had tuned the verb model on each datavedbund the selected values did
not correspond very well with each other, redudihg score for the 2-fold cross
validation. This was not unexpected due to thatinat flatness (lack of significant
difference) for much of the curves, which forcedaabitrary selection within a range.
Unfortunately the tuning is a time intensive pra;e® we have not yet been able to
perform a higher order cross validation. Owinghe sensitivity of each data set as
measured by the correlation, r, to tuning on theegtwe adopted a compromise
tuning based on both subsets for future comparesgainst human performance,
noting that apart from the Yang and Powers papeersvtidentical results were
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achieved for each mode of the cross-validationylte$or work on noun similarity do
not do tuning and validation on separate subsetseofittia. Table 1 shows the final
parameters and correlations with the average hwuoares for both RHE and SHE.
There is no big difference on the final verb maodigt to the choice of RHE or SHE.

Table 1. the final result on the each 65 data sets andotia¢ dataset. (r_t: the correlation on
the tuning set, r_e: the correlation on the evanaset, where datal is the evaluation set for
data2, and vice versa.)

Y B a Ostm Oder Ogls r_t re

R | Datal(65) 2 0.5 0.8 0.4 0.1 0.9 0.846 0.7]75
H | Data2(65) 2 0.2 0.85 0.7 0.8 0.5 0.864 0.823
E | Total (130) 2 0.5 0.8 0.5 0.75 0.6 0.808

S | Datal (65) 0 0.6 0.75 0.4 0.7 0.9 0.888 0.824
H | Data2 (65) 0 0.4 0.8 0.6 0.7 0.5 0.846 0.835
E | Total (130) 0 0.5 0.8 0.5 0.75 0.4 0.833
Discussion

The Yang and Powers noun similarity study advocdltedWilcoxon Signed Rank

Test as a principled non-parametric modification the two-sample t test for

comparing their results against human judgment.siféarly performed this test for

the present verb similarity study, achieving theutes listed in the Table 2. The
choice of RHE versus SHE makes no significant diffiee in the ability of judging

verb similarity, and they are only significantlyttes than one subject (a non-native
speaker). However, three other subjects fail tosdmificantly better than SHE

(shallow), whilst just one just misses out on besignificantly better than RHE

(rich), although all their judgments retain a higirrelation with the average human.
Thus while there is no significant difference betwehe rich and shallow variants
themselves with respect to the group, the richetamt doesn't keep step with
individual human subjects as well as the shallowariant, implying that the

additional levels of the verb hierarchy are lessfuisin modeling human behavior
than the gloss derived noun fallbacks we have dutred.

Table2. significance test on both RHE and SHE, r_a: theetation with average humas,
standard deviationy: mean

RHE SHE
ra o/lu | z-score| Significance z-scorg Significange

Subjectl 0.88| 0.292 -3.25 0.001 -2.113 0.035
Subject2 0.733 0.45 0 1 -0.802 0.423
Subject3 0.878 0.488 -3.07 0.002 -3.421 <0.001
Subject4 0.926 0.485 -3.52 <0.001 -1.14 0.254
Subject5 0.913 0.397 -4.47 <0.001 -3.596 <0.001
Subjectb 0.86§ 0.402 -1.89 0.059 -1.61 0.107

RHE 0.808| 0.308 0 1 -1.484 0.138
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[ SHE ] 0.833] 0.561] -1.484 0.138 | 0] 1]

Conclusions and Future Work

The maximum links each node can reach in the vertbetrare much less than thia
the noun model. Moreover the link type factor ie trerb model also more quickly
reduce the similarity of node in the next levelhwihe target node. So do the path
type factor. All of these facts partly tell us tivarb hierarchy exists in a very shallow
way in human, or the hierarchy does a limit help$sessing the similarity of verbs.

Thus the Yang and Powers noun similarity model dustsadapt so directly to
verbs in the WordNet hierarchy. This is clearlywsected to this observation that the
verb taxonomy is shallower but another factor iat tthe verb hierarchy does not
include a second part-whole analog to the holo/mgrolinks of the noun hierarchy.

Such relationships do exist and correspond toctircept of metonymy where
there is a relationship between a word that des@ibomplex action or scene and one
that describes a more specific aspect of thatiactiFor example, one of the poorly
handled pairs in our data set is ‘market’ versdl’'s If we could compare the noun
sense of ‘market’ with ‘sell’ or ‘sale’ we would douch better. Similarly if we could
recognize that marketing is a complex activity Whinvolves price-setting, product
packaging, advertising, and selling, as metonynyouslated activities, we could
again do better. The first improvement can be mhgleconnecting the two
hierarchies into one and using a single bidirecti@®earch to evaluate similarity of
any noun or verb against any other noun or verlis- is straightforward and is
planned as part of our refinement of these teclasquhe second improvement is not
so straightforward as it would seem to require nadaugmentation of WordNet with
the additional hierarchy, although of course therealways the possibility that
WordNet-like hierarchies and variations could béseganized based on corpus data.

The fallback into the use of glosses, stems, omngimilarity, do improve the
situation but this increases the set of parametersine — three for the noun
similarity, three for the basic verb similarity,chthree for the three fallback options.
However, this increase in the number of parametees not seem to make the system
brittle, as the tuning curves have fairly flat pgand the tuning effects are relatively
minor compared with the improvement due to thébadk mechanisms.
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Appendix: The 130 pairs of verbs

brag hoast hai acclaim Efer  exlain | request  lewy anger anprove
concoct devise dissipate  disperse frence  buld | amange  sfudy | approve hoast
divide split anprove suppart gqect  desene | relleve  hinder | research dlistibute
build oongtuct | impose lewy erminate postpong| move  seel | request concoct
end teringte | hasten  accelerate | el hoast | weave  print hoast yield
accentugte  highlight rap £ ol oo snear  think | fumish impress
demonstrate  shaw |ean et mtate  chuate | forget  resove | refine Slstain
salve figueout | make  eam size  request | supervise concoct | acknowlecge distribute
cnsume  edt shaw  ublish aprove  scam | stuate  isolaie | clean concoct
pasition situate ll market sy consure| explan hoagt | lean orate
SIWERr ] weave  rteriwine tlin twst | ache Sqin pospone shaw
fumish spply refer drect dvide  figureou evaluste  terminate| hal judge
mert teserve distriute  commercialize| advise  fumnish | recognize suoceed | remember  hail
subit yield hwist Irterhaing corplain hoast | dilte  market | sorape |ean
SETE fake dran  fap wat  desene | hasten  permit | sweat Sqin
sfin il depict  recognize | it fasten | scom el higrlight restare
erlarge el huild organize swing  crash | swear  destribe| seize refer
Sining Sway hai arldress mae  frade | amange  exqlan | lew helieve
crclate  disnbute | cal refer hinder yield discard  amange | alter highlignt
recagnize  acknowledtg swing  hounce build propose | list fiqureouy refer cary
esalve selfle yield G2 )ic ppress  figureoul stamp  weave | emply situate
pralong Slstain split crh msove  examine| market  sweeten| flush 5pin
tap knack challenge  yield bruise  splt bal fan shake swel
block hinder hinder  assict sng  bresk | sustain lower | imitate highlight
arange plan welome  recognize | cath  consume| resove  publicize| comelate  lew
twist e need teserve seedr explan | dissipate  isolate | refer lean




